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Abstract— This research aims to evaluate the effectiveness of the Latent Dirichlet Allocation (LDA) method in extracting keywords 

from abstracts of scholarly articles in Scopus, Elsevier, and Science Direct, highlighting the challenges in obtaining accurate and 

relevant information. To enhance text extraction performance, this study combines LDA with Latent Semantic Analysis (LSA), methods 

typically used separately. The method is tested through a comparison of Cosine Similarity and keyword overlap between the extraction 

results and manual extraction, GPT-4, Scopus, and author keywords. The results indicate that the calculation of Cosine Similarity and 

Keyword Overlap shows an increased accuracy and relevance score by 10% compared to the standard LDA method, with a more diverse 

distribution of keyword insights. The improvement in keyword accuracy and relevance scores is achieved with an insignificant increase 

in computational load time, which is less than 2%. 
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I. INTRODUCTION 

Higher education plays a strategic role in enlightening the 

nation and advancing science and technology while 

considering and applying humanistic values, as well as 

fostering and empowering the sustainable culture of the 

Indonesian nation [1].  

Article 1, paragraph (1) of Law Number 20 of 2003 

concerning the National Education System states that 

education is a conscious and planned effort to create a 

learning atmosphere and learning process so that learners 

actively develop their potential to have spiritual strength, 

self-control, personality, intelligence, noble character, and 

skills needed for themselves, society, the nation, and the state 

[1].  

Education is the most important aspect for every 

individual, encompassing both formal and non-formal 

education, as humans fundamentally require education from 

childhood to old age. Thus, education is closely related to the 

development of human resources (HR) potential through 

teaching activities. Teaching activities are conducted at all 

levels of education, including compulsory basic education for 

9 years, secondary education, and higher education [2]. 

Higher education in Indonesia still faces challenges in 

completing education on time. According to data from the 

Ministry of Research, Technology, and Higher Education in 

2021, the graduation rate of undergraduate students within 4 

years in Indonesia is only about 41.8%, while the rest still 

experience delayed graduation [3].  

Factors causing student graduation delays include students' 

lack of insight into understanding lecture material, internal 

problems, and also due to the lack of monitoring and 

evaluation of student progress. Many students struggle to 

understand scientific literature related to the courses they 

take. This results in students spending more time studying 

lecture material and ultimately experiencing delayed 

graduation [2]. 

Numerous studies have been conducted to find solutions to 

the problem of student graduation delays. Some studies 

propose the use of technology to help students access the 

required scientific literature. Similar research has also been 

implemented by Dwi Astutik, who has implemented 

Simdalima and increased the percentage of on-time graduates 

from 49.55% to 56.65% in 2020 [4]. 

The problem of graduation delays can be reduced through 

the implementation of the fourth industrial revolution in 

education, involving Artificial Intelligence (AI), big data, 

automation, and the Internet of Everything (people, things, 

services, content, and education) [5]. This is supported by 

findings, which state that the implementation of technology 

assistance in the field of education is still very low, even 

though Jamaludin's research shows that the readiness index 

of Southeast Asian higher education institutions to 

implement the fourth industrial revolution is very high [6]. 
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This research aims to create a journal search system 

utilizing the LDA, LSA, and LDA LSA combination 

methods to extract important information and keywords from 

abstracts of obtained articles. This system combines the LDA 

and LSA methods, which are generally used separately, as a 

new method novelty that yields improved accuracy and 

relevance of keywords through Cosine Similarity and 

Keyword Overlap calculations without causing a significant 

increase in computation time. 

II. LITERATURE REVIEW 

The literature review in this research includes a brief 

exposition on the methods used, namely Latent Semantic 

Analysis (LSA), Latent Dirichlet Allocation (LDA), text 

mining, and natural language processing. 

A. Latent Semantic Analysis Method 

Latent Semantic Analysis (LSA) is a Natural Language 

Processing (NLP) method used to summarize a text by 

considering the frequency of occurrence or repetition. LSA 

takes text document strings as input and produces scores for 

each sentence as output. The process involves the removal of 

stopwords, text tokenization and cleaning, text vectorization, 

term-document matrix creation, Singular Value 

Decomposition (SVD), dimensionality reduction, and 

interpretation of results. The methodology flow of LSA 

consists of 7 processes: 

1) Stopwords removal, which is the process of eliminating 

meaningless words, such as the, is, am, and are. 

2) Text tokenization and cleaning, which is the process of 

breaking down text data into arrays of sentences and 

arrays of words. This process also cleans the text from 

numbers, punctuation marks, and normalizes the text to 

lowercase. 

3) Text vectorization (bag of words, dictionary, TF IDF), 

which is the process of aggregating input words into a bag 

of words or a dictionary containing the frequency of word 

occurrences. TF-IDF is the vectorization method used by 

the author in this research to reduce the weight of 

frequently occurring words. 

4) Creating term-document matrix, which is the process 

of arranging a matrix based on sentences and words 

generated from tokenization. This process produces a 

matrix with dimensions MxN, where M represents the 

number of sentences in the text and N represents the 

number of words in each sentence. 

5) SVD (U S Vtranspose), which is the process of 

decomposing a matrix obtained using eigenvalues and 

singular values. Mathematically, SVD is guided by 

equations 3.1 to 3.9. 

𝐴 = 𝑈 ⋅ 𝑆 ⋅ 𝑉𝑇 (3.1) 

𝑈 = 𝑐𝑜𝑙𝑢𝑚𝑛 𝑚𝑎𝑡𝑟𝑖𝑥 
− 𝑙𝑒𝑓𝑡 𝑜𝑟𝑡ℎ𝑜𝑔𝑜𝑛𝑎𝑙 (𝑚 × 𝑚) 

𝑆 = 𝑚𝑎𝑡𝑟𝑖𝑥 𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙 𝑠𝑖𝑛𝑔𝑢𝑙𝑎𝑟 𝑣𝑎𝑙𝑢𝑒 (𝑚 × 𝑛) 

 

𝑉 = 𝑟𝑜𝑤 𝑚𝑎𝑡𝑟𝑖𝑥 − 𝑙𝑒𝑓𝑡 𝑜𝑟𝑡𝑜𝑔𝑜𝑛𝑎𝑙 (𝑛 × 𝑛) 

𝑈 = [𝑢1 𝑢2 … 𝑢𝑚] (3.2) 

(𝐴 − 𝜆𝑥 ⋅ 𝐼) ⋅ 𝑢𝑥 = 0 (3.3) 

det(𝐴 − 𝜆 ⋅ 𝐼) = 0 (3.4) 

𝑆 = 𝑑𝑖𝑎𝑔(𝜎1 𝜎2 … 𝜎𝑚) (3.5) 

𝜎𝑥 = √𝜆𝑥 (3.6) 

𝑉 = [𝑣1 𝑣2 … 𝑣𝑛] (3.7) 

(𝐴 ⋅ 𝐴𝑇 − 𝜆𝑥 ⋅ 𝐼) ⋅ 𝑣𝑥 = 0 (3.8) 

det(𝐴 − 𝜆 ⋅ 𝐼) = 0 (3.9) 

6) Dimensionality reduction, which is the process of 

reducing dimensions in the matrix accompanied by 

reducing features to simplify the information and insights 

generated by the matrix. Dimension reduction in the LSA 

summarization method aims to obtain the 5 sentences 

with the highest weight. 

7) Results Interpretation, which is the process of obtaining 

insights into hidden patterns from the output of dimension 

reduction. Insights generated by the LSA method can 

include topics, top sentences, semantics, and sentiment. 

In this research, the LSA method is focused on obtaining 

top sentences. 

B. Latent Dirichlet Allocation Method 

Latent Dirichlet Allocation (LDA) is a probabilistic model 

used in topic analysis within a collection of documents. This 

model enables the grouping of documents into hidden topics 

based on the distribution of words appearing in them. LDA is 

based on the assumption that each document in the collection 

is a combination of several topics. Each topic is a distribution 

of words appearing in those documents. In the LDA process, 

the main goal is to identify the optimal topic distribution 

within the document collection, as well as the distribution of 

words in each topic. 

Keyword extraction is performed using the LDA method, 

which takes text document strings as input and produces a 

string array consisting of a list of keywords. The process 

involves removing stopwords, text tokenization and cleaning, 

text vectorization, applying LDA, distribution of results, and 

interpreting the results. The LDA method begins with data 

cleaning, so the first 3 steps of LDA are similar to the first 3 

steps of LSA. The methodology flow of LDA consists of 6 

key processes: 

1) Stopwords removal 

2) Text tokenization and cleaning 

3) Text vectorization 

4) Applying LDA (number of topics, model training, 

iterations), which is the process of training the model 

through clustering using the number of topics as a 

reference for the number of clusters generated. Model 

training is done using all tokens used in all documents to 

show the association of each word in each cluster 
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generated. 

5) LDA Results (words per topic and topics per document), 

which is the process of aggregating the output from the 

LDA application process. In this process, clusters are 

obtained that show the members of words along with their 

frequency of occurrence in each topic. This process can 

also be used to identify the composition of clusters or 

topics along with their weights in each document. 

6) Interpretation of results + topic interpretation + 

model evaluation (e.g., adding stopwords), which is the 

process of obtaining insights from the output of the LDA 

processing. At this stage, the author can observe the 

composition of the top words in each topic to adjust 

stopwords. This is aimed at reducing noise and producing 

optimal keyword outputs. 

C. Text Mining 

Text mining is the process of extracting useful and 

meaningful information from unstructured or semi-structured 

text. Its goal is to convert text data into a form that can be 

understood by machines, so it can be processed and analyzed 

to gain valuable insights. By using techniques such as 

tokenization, text cleaning, vectorization, and statistical 

analysis, text mining can help identify patterns, trends, and 

relationships in large and complex text data. This enables 

better decision-making, sentiment analysis, document 

classification, and various other tasks involving text 

processing. 

D. Natural Language Processing 

Natural Language Processing (NLP) is a branch of 

computer science that focuses on the interaction between 

humans and human language in the form of text or speech. 

NLP encompasses a range of techniques and methods used to 

understand, analyze, and generate text used in human 

communication. 

III. RELATED WORK 

The issue of student graduation delays has been researched 

by [4] and [5]. Reference [4] proposes the use of technology 

to assist students in accessing the necessary academic 

literature. In their research, they implemented Simdalima and 

increased the percentage of on-time graduates from 49.55% 

to 56.65% in 2020 [4]. Meanwhile, [5] suggests that this issue 

can be reduced through the implementation of the 4.0 

industrial revolution in the field of education, involving 

Artificial Intelligence (AI), big data, automation, and the 

Internet of Everything (people, thing, service, content, and 

education) [5]. Reference [5] research is supported by 

findings from Jamaludin, who states that the application of 

technology in the field of education is still very low 

compared to the readiness index of higher education 

institutions in Southeast Asia to implement the 4.0 industrial 

revolution [6]. 

 

The design of a recommendation system application with 

machine learning is conducted by [7]-[12]. Reference [7] 

investigates Adaptive Machine Learning, which has a 

forward feedback system for real-time system updates. 

Meanwhile, [8] studies spontaneous recommender with short 

processing time. References [10] and [11] create 

recommendation systems that only change the method of 

presenting data, thus narrowing down business choices that 

are often biased. 

Text extraction research is conducted by [13]-[16]. 

Reference [13] utilizes the Cross Latent Semantic Analysis 

(CLSA) method to automatically summarize news 

documents filtered through RSS Feeds. References [14] and 

[16] develop a document similarity detection system where 

[14] combines LSA and Bayesian methods to prevent 

detecting similar documents when their sentence structures 

change, while [16] compares the Jaro-Winkler Distance 

method and the LSA method in creating a Plagiarism 

detection system. Reference [17] uses the LSA method for 

automating the summarization of legal documents. 

LSA method is widely used for document summarization. 

Through document summarization, the LSA method can 

further be used to develop document similarity assessment 

systems or plagiarism detection systems. 

The LDA method is generally used to map associations 

between each word in documents with other words. This is 

subsequently used to extract keywords and topic content in 

documents. The extraction of keywords and topics can be 

used to develop document recommendation systems based on 

the similarity of keyword and topic distributions in each 

document. 

The combined LDA and LSA method in this research 

consists of document summarization to obtain the top n 

sentences to be used as input for LDA keyword extraction. 

The output of this combined method will produce keywords 

with higher reliability compared to the LDA method alone. 

IV. PROPOSED DESIGN 

This research proposes a system with input in the form of a 

String query keyword from the user. This input will then be 

used to fetch abstract data from an API, which will 

subsequently be processed using the LSA and LDA methods. 

The output of this system will be a list of keywords. The 

discussion in this section will be divided into data preparation 

and data processing. The general process can be seen in the 

Fig 1. 

 
Fig 1. The result of merging search and abstract data 
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A. Data Preparation 

This system accepts input in the form of a String query 

keyword. This query serves as a filter in fetching data from 

the API. The API then responds by providing between 0 to 25 

article entries that meet the previously input query. Each 

entry is then cleaned using the first 3 steps of LDA and LSA 

to make it processable by the system. This process generates 

text vectors that are easier for machines to process and iterate 

as input for LSA and LDA processing. 

B. Data Processing 

This study modifies the function of the LSA method 

slightly in terms of weighting, which typically involves 

summing the information in sentences to averaging the 

information in sentences. This is done by changing the source 

code that originally used the sum method to the mean method 

in the dimension reduction process, or step 6 of the LSA 

method. The change from the sum method to the mean 

method aims to eliminate bias towards longer sentences as 

the sentences with the highest weight, thus the mean method 

compares the average weights within a sentence. 

Furthermore, the output of LSA, consisting of a list of 

sentences with the highest weights, will be combined into a 

new text string as input for the LDA method. Referring to 

Figure 1, it can be seen that the parallel process involves the 

LDA method in each branch. The LDA method used in each 

branch does not have significant differences because it uses 

the same function. Therefore, the differences in output from 

each branch are only caused by differences in input entering 

the LDA method. 

This system has 2 types of keyword outputs: LDA 

extraction keywords and LdaLsa extraction keywords. LDA 

extraction keywords are tokens or words that have high 

weights in a reading as a whole. Meanwhile, LdaLsa 

Extraction keywords are keywords generated from the text 

resulting from LSA summarization. The system does not 

recognize a phrase or several words that refer to one meaning, 

thus causing keyword extraction to focus on each word. 

Examples of keywords generated by the system can be 

observed in Fig 2. 

        
       (a)                                (b) 

Fig 2. Keywords extracted using (a) LDA method and (b) 

LdaLsa method 

V. RESULTS AND ANALYSIS 

In this section, we discuss the analysis of keyword 

extraction from the LDA method and the LdaLsa method. 

The analysis conducted is a performance check that 

calculates the accuracy and relevance of keyword extraction, 

and a computation load that calculates the additional 

computational load that occurs when implementing text 

extraction. 

A. Performance Check 

The performance check is conducted by comparing the 

values of Cosine Similarity and Keyword Overlap between 

the extracted keywords and the reference keywords. The 

reference keywords used consist of manual keywords, GPT 

keywords, Scopus keywords, and Author keywords. The 

reference keywords used can be observed in Fig 3. 

In addition to comparing the performance of the keywords 

extracted by the LDA and LdaLsa methods, the author also 

considers involving the union of system output keywords to 

observe potential improvements. This is intended to observe 

the level of difference in the keywords generated. The 

differences in the extracted keywords of each method can be 

combined either by intersect or union to determine whether 

the extraction results of each method can complement each 

other. 

 
(a) 

 
(b) 
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(c) 

 
(d) 

Fig 3. Keyword comparison (a) GPT-4 (b) Manual  

(c) Author (d) Scopus 

Based on the data displayed in Fig 4, the author found 

fluctuations in the accuracy of the LdaLsa combination 

method compared to the LDA method. This is indicated by 

both decreases and increases in accuracy, both below 10% 

and exceeding 10%. Through the figure, it can be seen that 

out of 40 comparisons, the LdaLsa method had superior 

performance 11 times, the LDA method was superior 10 

times, and there were 19 instances where both methods had 

equal performance. Meanwhile, the union of the two methods 

resulted in superior performance 22 times, the LDA method 2 

times, and there were 16 instances where both methods had 

equal performance. This indicates that the keyword outputs 

differ, allowing the generated keywords to be enhanced 

through the union method to achieve higher Cosine 

Similarity and Keyword Overlap scores. 

Although sometimes the keyword extraction performance 

of the combination method experiences a decrease in 

accuracy, the variation in keywords generated can provide 

additional insights into the keywords obtained through the 

LDA method. This is demonstrated by the data in Fig 4, 

which shows that the accuracy level of the union tends to 

exceed the performance of both the regular LDA and the 

LdaLsa combination. Therefore, it can be concluded that the 

keywords generated by each method can complement each 

other to improve overall performance. 

 

 
Fig 4. System performance mapping visualization 

B. Computation Load 

The computational load experienced by the server when 

processing the input obtained until it becomes the final output 

can be observed in Fig 5. At this stage, the author deployed 

the backend on the http://pythonanywhere.com server using 

the Python programming language with the Flask framework. 

 
Fig 5. The computation time experienced by the server 

In Fig 5, the average processing time for an article ranges 

from 300ms to 450ms. The computational load recorded by 

the server dashboard indicates 32% CPU usage and 10% file 
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storage. This suggests that the use of free resources still 

allows for small-scale deployment. 

Fig 6 shows the overall distribution of load time 

experienced by the system. It can be observed that the 

average processing time for an article is around 400 ms. 

However, in reality, there is a gap between the initial 

processing and data presentation of 50.98 seconds. This is 

because only some entries obtained from the API have 

abstracts. Therefore, even though the system displays 25 

articles, it actually processes 125 articles. The "pii" field 

indicates that these articles are owned by Scopus, Science 

Direct, or Elsevier, and the API cannot display detailed 

article abstracts without pii. 

It is known that the Scopus website takes 8.71 seconds to 

display 25 articles, so the average time for each article is 

around 348 ms. The LdaLsa Search application takes 50.98 

seconds to display 25 articles out of 125 processed articles, 

resulting in an average time of around 408 ms per article. 

Based on the summarized data in Fig 5, the average 

processing time for abstract extraction is 398 ms. Therefore, 

the author assumes a loss of 10 ms as the sum of processing 

losses for both backend and frontend of each server used. 

Before implementing the LDA and LdaLsa methods, the 

average processing time was 348ms. The implementation of 

the LDA method increased the computation time by 2ms, 

while the combined LdaLsa method increased the 

computation time by 2.3ms. Thus, the implementation of this 

system increased the total computation by less than 2% 

compared to the original computation time. 

 

 
Fig 6. Processing time of each article 

VI. CONCLUSION 

This study demonstrates the performance of the LDA 

method and the combination of LdaLsa. The study's 

reliability was tested using 5 articles, 4 reference keywords, 

and 2 accuracy calculation methods. The reference keywords 

used consist of manual, GPT, Scopus, and Author keywords. 

Meanwhile, the accuracy calculation methods include Cosine 

Similarity and Keyword Overlap. Through 40 calculations, it 

was found that the LdaLsa method outperformed the LDA 

method 11 times, the LDA method outperformed the LdaLsa 

method 10 times, and there were 19 instances where both 

methods performed equally. It was also found that the output 

keywords had differences, allowing them to be enhanced 

through the union method to achieve higher Cosine 

Similarity and Keyword Overlap values. The improvement of 

the union method resulted in 22 instances of superior 

performance, 2 instances of superior performance for the 

LDA method, and 16 instances of equal performance for both 

methods. 

Additionally, this study observed changes in computation. 

Before implementing the LDA and LdaLsa methods, the 

average processing time was 348ms. The implementation of 

the LDA method increased the computation time by 2ms, 

while the combination method of LdaLsa increased the 

computation time by 2.3ms. Thus, the implementation of this 

system increased computation by less than 2% compared to 

the original computation time. 
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