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Abstract— The process of determining the possibility that a borrower would miss payments on a loan or meet a contractual 

commitment is known as credit risk analysis. For lenders, investors, and other financial institutions to make well-informed choices 

regarding loan extension or investment in a certain company, this study is essential. Analyzing credit risks and loan repayments is one of 

the biggest challenges that the modern world faces. There are a lot of defaulters in the world in different loan types and variations. 

According to a recent study conducted by CNBC in 2023 stated that there is an increase in the percentage of defaulters in India to 32.9%. 

The financial stability report (FSR) of the Reserve Bank of India (RBI) states that the gross non-performing assets (NPA) of public 

sector lenders in the credit card category was 18%, whilst private sector banks recorded a GNPA of 1.9 percent in FY23. According to a 

recent report from S&P Global the loan defaults in the U.S.A markets can rise to 3% by September 2024. This creates a demand for tools 

which can help big banks to grant loans to individuals or companies who have a good credit score. This research paper aims at providing 

an answer to the question of which machine learning algorithm will be best to perform such kind of predictions and can be used in the 

future by different credit risk analysis tools. 

 

Index Terms: Credit risk, loan repayment default, machine learning algorithms, supervised learning, unsupervised learning. 

 

I. INTRODUCTION 

The word ‘credit risk analysis’ is used interchangeably 

with ‘Credit evaluation’, ‘Default risk analysis’, ‘Credit 

Scoring’ and ‘Credit Profiling’ which means the process of 

determining the possibility that the borrower would miss 

payments on a loan or meet a contractual commitment. After 

the great mortgage crisis of 2007 which lead to the global 

stock market collapse in 2008 created a high urgency to rely 

over credit profiling to find out whether a person or an 

organization should be granted loan or not or whether they 

will be able to replay it or not. According to a recent report by 

McKinsey that by 2025 the risk management functions are 

expected to have a substantial transformation. Changes in 

client expectations, the growth and modification of 

legislation, and the evolving nature of risks are the driving 

forces behind this transition. With the use of cutting-edge 

analytics and evolving technology, creating new products, 

services, and risk management strategies is getting easier. 

Machine learning is widely recognized as a vital technology 

for risk management, and it plays a significant role in 

developing more accurate risk models by recognizing 

complex, non-linear patterns in large data sets. These models 

can constantly improve their ability to predict outcomes as 

new data is supplied. In the recent years, Machine learning 

and Artificial Intelligence based algorithms have played a 

significant role in transforming industries like technology, 

software and automobile, etc. AI & ML has been utilized in 

almost every human activity such as pattern recognition, 

image classification, autonomous driving, agriculture, etc. 

This research paper focuses over the scope of machine 

learning algorithms in the sector of finance. This research 

paper aims to identify the best machine learning algorithm 

that can be used credit profiling. Previously, the credit risk 

assessments were done based on very generic algorithms or 

by using manual paper work. Some of the algorithms which 

were used in the past years were based on statistical methods 

such as Logistic Regression, Linear Discriminant Analysis 

(LDA) or Linear Regression. The only problem with such 

kind of algorithms is that it cannot handle large datasets. 

There are different machine learning based algorithms that 

are far better that these statistical methods and can provide 

better results. Some of the algorithms that are considered in 

this research are Decision Tree Classification, Support 

Vector Classifiers, K-Nearest Neighbours Classification, 

Gaussian Naïve Bayes Classification, Linear Discriminant 

Analysis, Logistic Regression and Random Forest 

Classification.  

This research paper aims to provide a systemic review of 

the credit risk analysis algorithms. It focuses over statistical 

and classification based techniques. The final aim is to 

identify which machine learning algorithm can be a best fit 

for credit risk assessments. This research tries to bridge a gap 

between traditional way of banking with the modern machine 

learning algorithms and market trends which can assist in 

taking better data-driven decisions so that we can stop a crisis 
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such as the one which happened in the 2008.  

The rest of the research paper comprises of the following 

sections : Section II is the literature survey which will put 

light of the past work done in the area of machine learning 

and finance, Section III is the inference from the related work 

which is done in the past and how this research paper is 

building over it. Section IV is Methodology where what 

variables have been considered and the information regarding 

the dataset used is present along with what steps were taken 

into consideration while doing the comparison. Section V 

discusses the results after the comparison and provides the 

answer about the perfect algorithm for credit risk assessment. 

Section VI represents the conclusion drawn from the 

comparison and the future aspects of the research. Section 

VII represents the references form all the research paper that 

were considered while performing this comparison. 

II. LITERATURE SURVEY 

In the financial field, credit risk and default likelihood 

have been the subject of much study throughout the years. 

Understanding and forecasting credit risk is essential for 

lenders in their decision-making processes. Credit risk is 

defined as the loss to creditors resulting from debtors' default 

on credit commitments. In order to accept or further examine 

cases, researchers Sakprasat and Sinclair (2007) stress the 

significance of credit evaluation in the early phases. 

Concerns are raised, nonetheless, by the dependence on 

credit rating organizations for these evaluations. According 

to Bolton, Freixas, and Shapiro (2012), credit ratings are 

artificial and could not truly reflect risk because of possible 

inflation brought on by market forces. Furthermore, as noted 

by Bolton et al. (2012), conflicts of interest between agencies 

and their customers compromise the validity of credit scores 

for investors. The technique Yu and Zhu (2015) suggested, 

which relies on synthetic ratings rather than actual 

application data, was criticized for utilizing credit scores as 

independent factors in forecasting default risk. This 

emphasizes the shortcomings of credit ratings, which are 

biased and intrinsically subjective (Bolton, Freixas, & 

Shapiro, 2012). 

Pan and Singleton (2008) proposed an alternate method 

that more closely reflects market perceptions: credit risk is 

inferred using credit default swaps (CDS) spreads. This is 

corroborated by Longstaff, Mithal, and Neis (2005), who 

point out the tight relationship between CDS and market 

assessments. Luo et al. (2017) showed the promise of 

innovative methods made possible by big data and 

advancements in computing power by using machine 

learning techniques on CDS data to categorize credit ratings 

(Kaastra & Boyd, 1996; Renault, 2017). A departure from 

conventional statistical techniques is represented by the 

integration of machine learning into credit risk analysis, 

which allows computers to examine massive datasets like 

those from peer-to-peer lending platforms like Lending Club 

(Kaastra & Boyd, 1996; Renault, 2017). This suggests a 

viable path forward for financial research, utilizing 

technology to improve credit risk evaluation and 

decision-making procedures.  

Two popular statistical methods for assessing credit risk 

are logistic regression and linear discrimination analysis 

(LDA). One of the first credit scoring techniques was LDA, a 

parametric model that was criticized for its uneven 

covariance matrices and categorical credit data (West, 2000). 

Logistic regression was first used for credit scoring by 

Henley (1995), providing probability for binary outcomes 

based on predictor factors. Research indicates that logistic 

regression performs better than other standard credit rating 

systems (West, 2000). Although neural networks are 

receiving more attention, it is still unclear if they are superior 

than logistic regression (Abellan & Castellano, 2017). Neural 

network rule extraction strategies were found by Baesens, 

Setiono, Mues, and Vanthienen (2003) to be competitive with 

decision tree and logistic regression models. According to 

Yap, Ong, and Husain (2011), no model performs better than 

any other. The longevity of logistic regression and LDA in 

credit risk analysis is attributed to its accuracy and simplicity, 

as noted by Finlay et al. (2012) and Lessman et al. (2015). 

In machine learning, Support Vector Machine (SVM) is a 

popular classification algorithm with clear advantages over 

alternative approaches. When SVM was first presented in 

2010 by Yu, Wuyi, Shouyang, and Lai, it made less 

assumptions about the distributions of the input variables and 

allowed for nonlinear mapping, which made it adaptable to a 

variety of datasets. By discovering the separating hyperplane 

during maximizing, it does this. Because SVM may avoid 

local minima, it outperforms alternatives like fuzzy neural 

networks in single-agent settings, according to a research by 

Yu et al. (2010). Furthermore, it was discovered that 

multi-agent models improved accuracy in comparison to 

single-agent models. Burgers (1998) confirmed the 

effectiveness of SVM by pointing out that it performs better 

or on par with other approaches in a variety of applications. 

Among the 17 evaluated techniques, Baesens et al. (2003) 

showed that SVM dominated credit scoring, confirming its 

high accuracy rate. In their evaluation of SVM against 

backpropagation neural networks for credit risk assessment, 

Huang, Chen, Hsu, Chen, and Wu (2004) found that SVM 

had marginally better results. Later studies (Huang, Chen, & 

Wang, 2007) compared SVM to decision trees, neural 

networks, and genetic programming and found that even with 

fewer input variables, classification accuracy remained 

comparable. SVM models for credit scoring were improved 

by Hens and Tiwari (2012), who also achieved competitive 

accuracy rates and computational efficiency. Yao and Lu 

(2011) found that SVM outperformed linear discriminant 

analysis, logistic regression, and neural networks in their 

credit rating when paired with neighborhood rough sets. 

Classification trees, or decision trees, provide a quick and 

easy-to-understand classification technique. They work 
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especially well with datasets that have low variation since 

they allow for meaningful model differences (Tsymbal, 

Pechenizkiy, & Cunninghan, 2005). Based on predetermined 

guidelines and a particular objective variable, these trees 

divide large datasets into more manageable, homogeneous 

groupings (Yap, Ong, & Husain, 2011). Credit card scoring 

using decision trees and multilayer perceptron neural 

networks was investigated by Davis, Edelman, and 

Gammerman (1992), and similar accuracy levels were found. 

According to Tap & Ong (2011), the classification error rates 

for credit scorecard, decision tree, and logistic regression 

models are 27.9%, 28.1%, and 28.8%, respectively. German, 

Australian, and Japanese credit datasets were investigated by 

Zhao et al. (2015), who found that decision trees marginally 

outperformed backpropagation. SAfter comparing decision 

trees, neural networks, k-nearest neighbor, and probit 

algorithms, Galindo & Tamayo (2000) concluded that 

decision trees were better for default prediction. A dual 

strategy ensemble tree was proposed by Wang, Ma, Huang, 

and Xu (2012), which improved classification accuracy by 

reducing noise and redundancy. Decision trees are a 

prominent paradigm for Bagging ensemble systems in 

scoring issues, according to Abellan & Castellano (2017). 

Pande et al. (2018) used machine learning classifiers to do 

a credit risk analysis. Using the German credit risk dataset, 

they investigated techniques such as Artificial Neural 

Network (ANN), k-Nearest Neighbor, and Naive Bayes (NB) 

in their study. According to their results, the accuracy of 

ANN, NB, and KNN was 77.45%, 77.20%, and 72.20%, 

respectively. They did not, however, use other measures like 

the F1-Score and the Area Under the Curve (AUC) score to 

assess their models. An adaptive support vector machine 

(AdaSVM)-based credit rating technique was introduced by 

Zhang et al. (2019). Using the Australian credit risk dataset, 

they evaluated this technique and found an 80% accuracy 

rate. They did not examine the use of measures like accuracy 

and recall to assess the quality of the categorization. Gradient 

Descent and Artificial Neural Networks (ANNs) were used in 

the development of a consumer credit risk assessment system 

by Nasser and Maryam (2020). They achieved accuracies of 

78.11%, 76.87%, and 68.26%, respectively, using German, 

Australian, and Japanese credit risk datasets. Using the 

Taiwan credit risk dataset, Hsu et al. (2021) developed an 

improved recurrent neural network (RNN) for credit card 

default prediction. With the addition of Gated Recurrent 

Units (GRUs), their improved RNN produced a lift index of 

0.659 and an AUC of 0.782. Researchers offered a combined 

approach combining supervised and unsupervised learning 

for credit risk assessment in a paper that was published in 

2022. They reported KNN accuracy of 76.80% and AUC of 

0.788, RF accuracy of 72.10% and AUC of 0.811, and ANN 

accuracy of 78.6% and AUC of 0.811 using the German 

dataset. Ha et al. (2023) used deep learning (DL) and the 

feature selection (FS) approach to create an enhanced credit 

risk prediction model for online peer-to-peer lending 

systems. They employed a range of machine learning 

techniques on German and Australian credit risk datasets, 

such as ANN, KNN, RF, and linear discriminant analysis 

(LDA). LDA, ANN, KNN, and RF obtained accuracies of 

76.50%, 75.8%, 67.10%, and 67.72% for the German dataset, 

respectively. LDA, ANN, KNN, and RF obtained accuracies 

of 85.80%, 71.45%, 65.94%, and 67.72%, respectively, for 

the Australian dataset. They did not, however, take into 

account other parameters including accuracy, recall, and 

AUC. 

III. INFERENCE FROM RELATED WORK 

The suggested work done by writers in the topic of credit 

risk analysis during the past ten years is highlighted in the 

literature review above. The main focus of the research is on 

combining several algorithms to forecast a person's eligibility 

for a loan with the maximum accuracy possible. To far, no 

noteworthy study has been published that compares the many 

algorithms available to estimate an individual's or company's 

credit risk rating. Research comparing the accuracy of each 

and every algorithm and determining which one has the 

highest potential accuracy to forecast credit risk is 

desperately needed. The insights gained from this study will 

help aspiring writers and scholars in the future. Future writers 

and researchers who are attempting to design an extremely 

accurate algorithm to choose a suitable algorithm for their 

research will find valuable insights from this study. The 

dataset included in this study consists of both individual and 

corporate loan defaulters as well as those who have never 

failed on a loan. To provide fair comparison findings, the 

authors have established the identical settings for all the 

algorithms utilized in this research. The study paper's results 

and discussion part includes a discussion of all the findings 

and conclusions. 

IV. METHODOLOGY & ALGORITHMS USED 

The primary objective of this research is to compare 

several machine learning algorithms in order to determine 

which algorithm produces predictions for the credit risk 

analysis with the highest accuracy. First, we wanted to make 

sure that the algorithms could use the data and provide results 

without any issues by cleaning and transforming it. Next, we 

divided the data into distinct training and testing parts. 

Following that, we ran it via machine learning techniques to 

obtain results. A table was created by summarizing the 

findings and presenting them. The following contains more 

detailed information about the procedure and the algorithms 

that were employed: 

1. Preparing the Dataset: A variety of resources were 

utilized to gather the dataset that is the subject of this 

comparison. The data set had over 900 rows and over 13 

columns including various factors that might impact the 

credit prediction. The information contains a variety of 

methods by which the loan was granted or denied for the 
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individual or business. The data set was further separated 

into two main sections. To build and train a model, the 

training data, which included over 600 rows and over 13 

columns, made up the first portion of the data set. The 

second is a testing dataset that was constructed in order to 

test the model, and it had about 300 rows and 13 columns. 

The chart representation of the dataset is showcased in the 

Fig 1. The variables that were considered in order to 

predict the credit risk are Gender, Marrital Status, 

Number of Dependents, Educational Qualification of the 

applicant, Employment Status, Income earned by the 

applicant, Co applicant Income, Loan Amount, Loan 

Amount duration, Credit History and the Property 

acquired by the applicant. 

 
Fig 1. Data description of the dataset 

2. Selecting Algorithms: Different Algorithms were taken 

into consideration to compare them by using the data and 

those algorithms are as follows: 

• Gaussian Naïve Bayes:Based on Baye's Theorem, 

Gaussian NB is a very basic probabilistic classifier and a 

variation of Naïve Bayes. It is assumed in this approach 

that every feature has a normal distribution. It is 

considered that the chance of a characteristic falling into a 

given class is bell-shaped. It is predicated on the idea that 

each parameter may independently predict the output and 

the dependent variable's likelihood of being categorized 

into each category. The total read under the curve for the 

variable (X), which has a normal distribution from 

negative infinity to positive infinity, is 1. 

• Logistic Regression:When it comes to binary 

classification problems, the basic objective of the logistic 

regression model (LR) is to predict the likelihood of a 

binary result. Instead of being a regression algorithm, it is 

a classification algorithm. The output of logistic 

regression is the logistic function, which converts the 

linear combination of input feature values into a value 

between 0 and 1. The likelihood of an event occurring 

given the input attributes is then used to understand the 

result. In Logistic Regression, maximum likelihood is 

employed for parameter estimation. Because of its ease of 

use, effectiveness, and interpretability, this method is 

frequently employed. frequently employed as a starting 

point model in binary classification issues and acts as the 

basis for more intricate algorithms such as neural 

networks. 

• Decision Tree: It is a supervised machine learning 

approach that may be applied to regression and 

classification problems. This predictive modeling 

program divides the data into subsets recursively 

according to the provided feature values. In order to 

optimize the purity of the subsets, the algorithm chooses 

the characteristic at each stage that best divides the data 

into homogenous subsets. In order to optimize the 

impurity or information gain at each split, the data is 

divided depending on characteristics in this instance. 

Entropy and Gini impurity are a couple of the often used 

impurity metrics. This procedure keeps on till a 

requirement is satisfied. 

• Random Forest: It is a popular ensemble learning 

approach that may be used for both regression and 

classification applications. During the training phase, 

many decision trees are created, and their predictions are 

aggregated to make it. Bootstrapping is the first step in the 

process; it involves taking random samples from the 

original dataset and replacing them to create numerous 

subsets. A decision tree is created for each and every 

subgroup, and variety is added to the trees by considering 

a random subset of characteristics at each split. Following 

construction, each tree makes its own predictions; for 

classification tasks, the mode of the forecasts is 

considered the final result. 

• Support Vector Machine: SVM is a potent supervised 

machine learning model that may be applied to regression 

as well as classification. Its main application is in 

determining which hyperplane best divides the data 

points into distinct groups. Finding the hyperplane that 

maximizes the margin—the distance between the 

hyperplane and the closest data points from each class—is 

how support vector machine learning (SVM) operates. In 

addition to 4separating the data, this ideal hyperplane 

optimizes the margin and aids in enhancing the model's 

capacity for generalization, which reduces sensitivity. 

Bioinformatics, text classification, picture classification, 

and other fields make extensive use of them.  

• LDA: Linear discriminant analysis (LDA), often referred 

to as normal discriminant analysis (NDA) or discriminant 

function analysis (DFA), was first presented by Ronald A. 

Fisher in 1936. Within a generative model framework, 

LDA models the distribution of data for every class. In 

order to categorize new data points, LDA computes 

conditional probabilities using Thomas Bayes' theorem, 

which was first presented in 1763. This approach, which 

makes use of Bayes, forecasts the probability that input 

data will correspond to particular outputs. LDA simplifies 

the process of classifying multidimensional data by 

projecting it into a single dimension and recognizing 
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linear combinations of characteristics. This method 

makes it easier to apply in multi-class data classification 

challenges; it is similar to dimensionality reduction. 

Because of its versatility, LDA may be used to improve 

the performance of various classification techniques, 

including support vector machines, decision trees, and 

random forests. 

• KNN: The k-nearest neighbors (KNN) method is a 

supervised learning classifier that is non-parametric and 

was first presented by Evelyn Fix and Joseph Hodges in 

1951. One of the most straightforward and well-liked 

classifiers in machine learning, it uses proximity to 

categorize or predict how data points will be grouped. 

Although it may be used for regression, its main 

application is in categorization, presuming that similar 

points cluster together. It uses a majority vote system for 

categorization. Literature frequently refers to what is 

technically known as "plurality voting" as "majority 

vote." Notably, the latter is appropriate for binary classes 

and requires more than 50% majority. But in cases when 

there are several classes, a vote that is more than 25% 

might be enough to allocate, as explained by Tom 

Mitchell in 1997. Because of its efficiency and ease of 

use, KNN is a vital component of machine learning 

processes. 

3. Data Preprocessing: Several libraries were imported, 

including matplotlib, pandas, and numpy. Numpy is a 

mathematical function library that supports massive, 

multi-dimensional arrays and matrices and is used in 

numerical calculations. Pandas is used for analysis and 

data processing. It offers functions and data structures 

that improve the efficiency of dealing with structured 

data. For data visualization, Matplotlib is used to create 

static, interactive, and publication-quality plots and 

charts. The data was read using pandas, and column 

names were added. We also counted the total number of 

rows and columns in each dataset, including the test and 

train dataset. 

4. Data Transformation: Imported is the Seaborn library, a 

statistical data visualization package that builds upon 

Matplotlib to provide more features and eye-catching 

graphics. To convert category labels into numerical 

values, a label encoder was loaded. To identify patterns, 

trends, and correlations between the variables, label 

encoding was applied to the data frame, followed by the 

creation and visualization of a correlation matrix and the 

plotting of a heatmap. The label encoding was done as 

follows the Gender field was mapped as 1 for Male and 0 

for female, the marital status was mapped as 1 for yes and 

0 for not married, the number of dependents was mapped 

as 0 for zero dependents, 1 for one dependent, 2 for two 

dependents and 3 for three or more dependents, the 

education status was mapped as 1 for graduated and 0 for 

not graduated, for property area the mapping was done as 

2 for Urban, 0 for Rural and 1 for semi urban. 

 
Fig 2: Heatmap for the dataset 

A numerous strategies for data transformation were used, 

such as removing unnecessary columns to lower the model's 

dimensions, computational cost, and interpretability. Binary 

classification was applied to the data in the data frame to 

improve the model's assessment, performance, compatibility, 

and ease of use. Various data transformation methods were 

employed to eliminate any type of missing values from the 

dataset, including When it came to the loan amount, a 

different method was used, which involved filling in the 

median of the data and adding the gender values. The credit 

history was filled in with a random number between 0 and 2, 

and the marital status was filled in with a random integer 

between 0 and 1. The dependents were determined by taking 

the median of the remaining cases, and the job status was 

likewise filled in based on randomization, with the blank 

fields randomly filled in as 0 or 1. 

5. Splitting Data & Applying the Models: The data was 

splitted further into 2 major parts in order to test out 

different models over different range of dataset and the 

split is termed as X_train, X_test, y_train, y_test After 

this all the models which were taken into consideration 

were applied over the data and their accuracy, precision, 

recall and f1-score was compared.  

6. Analyzing the Results: F1-score, accuracy, precision, 

recall, were among the important performance indicators 

used to characterize the algorithms' outcomes. These 

measures can be interpreted as follows when used in the 

context of credit risk analysis. The percentage of correctly 

anticipated default instances, or bad loans, relative to the 
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total number of loans forecasted as defaults is known as 

precision (P)(1.1) in credit risk analysis. It assesses how 

well the algorithm detects hazardous loans without 

mistakenly classifying non-dangerous loans as risky. The 

percentage of correctly anticipated default instances (bad 

loans) in relation to the total number of default cases in 

the dataset is called recall(R)(1.2). Recall in credit risk 

analysis shows how well the model can identify all 

high-risk loans, minimizing the number of defaults that 

might be overlooked. The harmonic mean of recall and 

accuracy is known as the F1-score(1.3). It offers a fair 

assessment of a model's effectiveness by taking both 

recall and accuracy into account. A model that 

successfully detects hazardous loans while avoiding false 

positives and false negatives is indicated by a high 

F1-score in credit risk analysis. The ratio of accurately 

anticipated loan outcomes (defaults and non-defaults) to 

the total number of loans in the dataset is known as 

accuracy (A)(1.4) in credit risk analysis. Accuracy is a 

crucial parameter, but in unbalanced datasets where the 

proportion of defaults to non-defaults is large, accuracy 

might not be enough on its own. For this reason, in 

addition to accuracy, precision, recall, and F1-score must 

be taken into account in order to fully assess the model's 

performance in credit risk analysis.  

Table I: Confusion Matrix 

 
Predicted 

Positive 

Predicted 

Negative 

Positive 

Instance (P) 

TP (True 

Positive) 

FN (False 

Negative) 

Negative 

Instance(N) 

FP (False 

Positive) 

TN (True 

Negative) 

𝑃 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (1.1) 

𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (1.2) 

𝐹1 = 2 𝑥
𝑅 𝑥 𝑃

𝑅+𝑃
   (1.3) 

𝐴 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (1.4) 

V. RESULTS & DISCUSSION 

Here are the findings from several observations made 

during the trials conducted on all of these algorithms. Based 

on these factors, we are summarizing which algorithm is 

more accurate in determining a person's or a business's credit 

risk. The applicant's credit history, credit history, gender, 

marital status, number of dependents, educational 

background, employment status, income, co-applicant 

income, loan amount, loan length, and property bought are all 

taken into consideration. The designed experiment was 

evaluated on a genuine data set of authorized and defaulted 

real loans from several institutions. There are 13 columns and 

around 900 rows in the data collection. Section IV of the 

considerations states that the data was divided into two 

primary categories: training and testing. There are 13 

columns and around 900 rows in the data collection. As per 

Section IV of the considerations, the data was divided into 

two primary training and testing datasets to evaluate the 

quality of classification and replicate real-world scenarios 

where a greater amount of data may be utilized for prediction 

rather than for learning.  

Several traditional machine learning techniques were 

examined, including support vector machines, Gaussian 

Naïve Bayes, logistic regression, decision trees, random 

forests, and K closest neighbors. Based on metrics like the 

Confusion Matrix, accuracy, precision, F1-score, and recall, 

the algorithms' quality is displayed. The Python 

programming language was utilized to implement all of the 

algorithms in this experiment, along with several libraries 

including numpy, pandas, matplotlib.pyplot, seaborn. Every 

operation is conducted using a Jupyter Notebook. In the 

tables that will follow, 0 denotes rejection and 1 approval. 

The Gaussian Naïve Bayes has the following average of all 

training and testing sets:  

Table II: Gaussian NB Average of all Training and Testing 

set 

 Precision Recall F1-Score Accuracy 

0 0.63 0.51 0.56 
0.78 

1 0.82 0.88 0.85 

The Logistic Regression has the following average of all 

training and testing sets:  

Table III: Logistic Regression Average of all Training and 

Testing set 

 Precision Recall F1-Score Accuracy 

0 0.91 0.47 0.62 
0.84 

1 0.83 0.98 0.90 

The Decision Tree has the following average of all training 

and testing sets:  

Table IV: Decision Tree Average of all Training and Testing 

set 

 Precision Recall F1-Score Accuracy 

0 0.50 0.56 0.53 
0.72 

1 0.82 0.78 0.80 

The Random Forest has the following average of all 

training and testing sets:  

Table V: Random Forest Average of all Training and Testing 

set 

 Precision Recall F1-Score Accuracy 

0 0.62 0.47 0.53 
0.77 

1 0.81 0.89 0.85 
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The Linear Discriminant Analysis has the following 

average of all training and testing sets:  

Table VI: LDA Average of all Training and Testing set 

 Precision Recall F1-Score Accuracy 

0 0.67 0.51 0.58 
0.79 

1 0.83 0.90 0.86 

The SVM has the following average of all the training and 

testing tests:  

Table VII: SVM Average of all Training and Testing set 

 Precision Recall F1-Score Accuracy 

0 0.00 0.00 0.00 
0.72 

1 0.72 1.00 0.84 

The K Nearest Neighbors has the following average of all 

the training and testing tests:  

Table VIII: KNN Classifier Average of all Training and 

Testing set 

 Precision Recall F1-Score Accuracy 

0 0.28 0.23 0.25 
0.62 

1 0.72 0.77 0.74 

 
Fig 3. Correctly Rejected Credit Results 

 
Fig 4. Correctly Approved Credit Results 

Following comprehensive evaluation and analysis, it was 

shown that Gaussian Naïve Bayes, Linear Discriminant 

Analysis, and Logistic Regression with correctly authorized 

credit had the highest accuracy (84%, 79%, and 78%, 

respectively) for identifying correctly allowed credit. The 

optimal accuracy of Gaussian Naïve Bayes, Decision Tree, 

Linear Disciminant Analysis, and Logistic Regression is 

82%, 83%, and 82%, respectively. The highest recall rates 

were found in linear regression and linear discriminant 

analysis, at 98% and 90%, respectively. The results showed 

that the F1-scores for Linear Discriminant Analysis and 

Logistic Regression were 90% and 86%, respectively, the 

highest. 

When examining the Correctly Rejected detection, the 

highest accuracy of 84% and 79%, respectively, was found 

using Logistic Regression and Linear Discriminant Analysis. 

The greatest results for precision were obtained with 91%, 

67%, and 63% for Gaussian Naïve Bayes, Linear 

Discriminant Analysis, and Logistic Regression, 

respectively. The models with the greatest recall rates were 

Gaussian Naïve Bayes, Linear Discriminant Analysis, and 

Decision Tree, with 56% and 51%, respectively. For both 

linear discriminant analysis and logistic regression, the 

maximum F1-score was 62% and 58%, respectively. 

VI.  CONCLUSION & FUTURE WORK 

In conclusion, by helping researchers choose the best 

algorithms for identifying fraudulent activity, the research 

findings can significantly enhance future efforts in credit risk 

analysis. This work has the potential to reduce financial fraud 

risks for both individuals and public entities. The use of many 

machine learning models in conjunction with the use of 

multiple methods on preprocessed and modified data was 

essential to this study.  

With the rise in financial fraud in recent years, especially 

in the increasingly digitalized world, this research is a useful 

tool for people, financial institutions, and governments 

fighting fraud. In order to assist future research and 

LR DT RF SVM LDA KNN
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Recall 47 56 47 0 51 23

F1-Score 62 53 53 0 58 25
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development efforts in the industry, this study aimed to 

determine the best effective algorithm for identifying 

financial fraud through a comparison analysis.  

This comparative research examined seven machine 

learning algorithms: K-Nearest Neighbors, Support Vector 

Machine, Decision Tree, Random Forest, Logistic 

Regression, Gaussian Naïve Bayes, and Linear Discriminant 

Analysis. Different outcomes were obtained from each 

method, and these were assessed using both conventional 

metrics (such as the confusion matrix) and key performance 

indicators (KPIs) (such as accuracy, precision, F1-score, and 

recall). The results section included a detailed discussion and 

presentation of these findings.  

It is crucial to carry doing this comparison analysis going 

ahead by adding any recently developed algorithms in the 

fields of artificial intelligence and machine learning. 

Researchers can find the best mix of algorithms that produce 

the most accurate and effective identification of fraudulent 

activity in credit risk analysis by extending the scope of 

comparison. This continuous endeavor seeks to protect 

financial systems from fraudulent activity and improve the 

efficacy of credit default detection techniques. 
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